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Abstract

Markov switching models with time-varying means, variances and mixing
weights are applied to characterize business cycle variation in the probability
distribution and higher order moments of stock returns. This allows us
to provide a comprehensive characterization of risk that goes well beyond
the mean and variance of returns. Several mixture models with different
specifications of the state transition are compared and we propose a new
mixture of Gaussian and student-t distributions that captures outliers in
returns. The models produce very similar expected returns and volatilities
but imply very different time series for conditional skewness, kurtosis and
predictive density. Consistent with economic theory, the gains in predictive
accuracy from considering two-state mixture models rather than a single-
state specification are higher for small firms than for large firms.

JEL classification system: C22, C52

Keywords: Markov Switching; Density Modelling; Mixtures of Distributions;
Business Cycle risk
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1. Introduction

Predictability of the mean and volatility of stock returns has been reported in
a growing body of empirical studies.! The literature predominantly assumes a
time-invariant relationship linking stock returns to a set of publicly known factors.
However, some studies indicate that the conditional volatility of stock returns de-
pends on the underlying state of the economy. For example, Schwert (1989) and
Hamilton and Lin (1996) find that the volatility of stock returns is higher during
recessions than during expansions. Additional evidence on asymmetry in the con-
ditional distribution of stock returns is reported by Mcqueen and Roley (1993).
Classifying three states according to the level of growth in industrial production,
they find that announcement effects of macroeconomic news on daily stock prices
critically depend on the state of the economy.

These studies indicate separate directions in which cyclical asymmetries in the
variation of stock returns appear to be important. However, they fall short of
investigating asymmetries in other than the first two moments of stock returns.
Asymmetries need to be assessed in the context of the full conditional density of
stock returns as emphasized by recent portfolio risk models. For example, Value at
Risk (VaR) models characterize risk through the probability that a loss of a certain
size occurs with a certain probability over a given investment horizon, c.f. Duffie
and Pan (1997). In contrast, more traditional finance models such as the CAPM
require information solely on the first two moments of asset returns. Neither the
distributional assumptions required for the CAPM to hold (that returns are drawn
from an elliptical distribution) nor the restrictions on agents’ preferences (that
utility is quadratic) are likely to be valid, however.?

We investigate in this paper the time-series properties of higher order moments
and of the full conditional density of stock returns when these are modeled as a
two-state Markov mixture process with time-varying transition probabilities and
state-dependent coefficients in the mean and volatility equation. Stock returns are
heavily influenced by outliers and statistical models have been developed to ac-
count for these through time-varying volatility, error densities more general than

'See, e.g., Fama and French (1989), Kandel and Stambaugh (1990), Glosten,
Jagannathan and Runkle (1993) and Pesaran and Timermann (1995).

2Early theories of risk preceding the CAPM in fact relied on the full probabil-
ity distribution of asset returns. Roy (1952) considered asset holdings subject to
a safety-first constraint controlling the probability of ’'disastrous’ loss scenarios.
Implementation of this strategy requires knowledge of the left tail of the density
of asset returns. Markowitz (1959) proposed a measure of risk, the semi-variance,
which treats positive and negative deviations from the mean return very differently.
This measure is justified when asymmetries are present in the asset return distri-
bution. More recently Fishburn (1977) has generalized the standard mean-variance
model to measure risk as probability-weighted dispersions of payoffs below a target
wealth level.
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the Gaussian or some combination of these. Nonlinearities in asset returns are
also widely recognized but the empirical asset pricing literature almost exclusively
models these within the context of single-state models. We present new statistical
evidence suggesting that a two-state specification is necessary to capture nonlin-
earities and outliers in the conditional distribution of stock returns.

Besides demonstrating the need for a two-state specification, the paper also fills
out some important gaps in the growing literature that estimates Markov switching
models using financial data. This literature has moved from first generation Markov
switching models with constant transition probabilities to second generation models
that allow the transition probability to be time-varying. However, little is known
about how the specification of state transition probabilities and undelying densities
affect the properties of the mixture model. We perform a range of specification tests
that compare how different mixture specifications separate stock returns into states
and how they perform along a range of predictive performance criteria. We also
propose a new mixture model that combines a Gaussian and a student-t density
to capture return dynamics by mixing underlying state densities that can display
kurtosis. Effectively this model captures outliers by modeling these as drawn from
a fat-tailed t-distribution with few degrees of freedom.

Finally we explore the economic implications of the time-series evolution in
the higher order moments and predictive densities implied by the various mixture
models. We use this information to perform model specification tests and also
to characterize more fully the cyclical variation in risk, as measured for example
by the conditional skewness or kurtosis. While the statistical performance of the
models differs little in terms of their conditional mean, inspection of the higher
order moments implied by different mixture specifications shows far greater ability
to discriminate between models. Likewise, the predictive densities of the mixture
models show substantial differences particularly when markets are volatile.

The mixture models provide a characterization of the dynamic patterns in risk
that goes well beyond what can be achieved through Gaussian models. For the
small firms, the mixture models identify negative expected returns and negative
conditional skewness from the late expansion to the early recession stage of the
economic cycle. Conditional volatility and kurtosis increase rapidly prior to and
during recessions. This means that small firms’ risk is particularly high around
the peak of the business cycle at a time where it is very poorly approximated by a
single Gaussian model. While similar patterns are found for the large firms, cyclical
variation in their conditional moments is generally weaker for these firms.

The plan of the paper is as follows. Section 2 presents the econometric model
and Section 3 reports estimation and forecasting results. Section 4 analyses the
time-series variation in higher order conditional moments, while Section 5 looks at
the evolution in the conditional density of returns. Section 6 concludes.
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2. An Econometric Model of Asymmetries in Stock Returns

It is common in studies on predictability of stock returns to specify the conditional
mean of returns on stocks in excess of a T-bill rate (p,) as a linear function of a
vector of predetermined instruments that are known at the time of the prediction

(thl)Z

py =X+ e (1)

Here ¢; is a zero-mean error term. Some studies also allow for non-linear effects,
typically by explicitly modeling time-dependence in the second conditional moment
of stock returns (h;):

py = X1+ Yhi + €, e ~ (0, h) (2)
hy = Q9({ht—i ?:1: {et—i}g:p Xt—l)-

Here 9 is some time-invariant function.? To capture additional kurtosis in the error
term, often a student-t density with few degrees of freedom (v) is adopted for ¢ :

L)

T(2)y/ohs(1 + vs—}i)(v-i—l)/z.

Although these models allow for quite rich non-linear dynamics in stock returns,
they assume that the functional relationship between excess returns and the pre-
determined factors {X;_;} stays constant across different states of the economy.
Recent economic theories provide reasons to expect stock returns to display
strong asymmetries with regard to the underlying economic state. They also sug-
gest that these asymmetries are related to firm size. Because of information asym-
metries, firms’ access to capital markets tends to be based on their collateral. Small
firms typically have far less collateral than large firms and will find it more difficult
to raise capital. This is likely to be critical around economic recessions when small
firms’ capital base is particularly low. During such periods we would expect that
tighter credit market conditions - as evidenced by higher interest rates and a higher
credit spread - would affect small firms disproportionately more than large firms.
As a result, the risk premium on these firms’ equity should also rise in recessions.
Theory thus predicts asymmetries in the relation between predetermined factors,

g ~ t(0,v,hy) = (3)

3Several non-linear specifications such as (2) are estimated for daily returns data
in Engle and Ng (1993), while Glosten, Jagannathan and Runkle (1993) analyze
monthly return series.
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X;_1, and excess returns, with factor sensitivities that are largest for small firms
during recessions.*

Following these suggestions, we adopt an econometric model that allows the
regression coefficients to be state-dependent. We briefly describe the Markovian
latent state mixture model that forms the basis for our empirical analysis. Let s;
be a latent state variable and suppose that this can take one of k possible values,
ie. sy = 1,...., k. Our specification uses the model originally proposed by Hamilton
(1989) as a starting point and generalizes it by letting the intercept term, regression
coefficients and variance of excess returns be state dependent:

Pe = ﬂOst + /6/5,5th1 + &, € ~ (07 hst)' (4)

The state transition probabilities between periods ¢ — 1 and ¢ are assumed to
follow a first-order Markov chain. Although numerous papers have proposed dif-
ferent specifications for the state transition probabilities, very little work has been
undertaken on comparing the resulting models. To accomplish this, we consider
three alternative specifications. The simplest model assumes that state transitions
are constant over time:

Pij (1) = P(s¢ = jlse—1 =1, 1) = pij, (5)

where ;1 is the information set available at time ¢t — 1. This ’first generation’
mixture model is similar to that originally adopted by Hamilton (1989). It benefits
from being tractable and simple to estimate.

Recent empirical experience with Markov switching models suggests that the
flexibility gained by allowing the state transitions to vary over time as a function
of a vector of predetermined variables, y; 1, can be very substantial and thus we
also consider such models:®

pij(Qt—l) = Pij (Yt—l)- <6>

The statistical model implies a density of p, conditional on €2;_; which we denote
by ¢(p;|€2-1;0), where 0 is a vector of parameters entering the likelihood function
of the data. The log-likelihood function can be decomposed as follows:

*Of course there is no guarantee that a particular mixture model will separate
states along business cycle lines. For example, many mixture models split security
returns into a high and a low volatility state.

*Time-varying transition probabilities have been considered in an extensive liter-
ature. Filardo (1994) adopts the Composite Leading Indicator as a key explanatory
variable of the transition probabilities in estimating a switching model for industrial
production. Durland and McCurdy (1994) argue that the transition probabilities
should depend on the duration of the state.
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T
LL(pp, prs,--p150) = >_ In(¢(p,] Q%13 0)), (7)
t=1

where the information set §2;,_; contains X;_1, p,_1, ¥:+—1, and lagged values of these
variables: ;1 = {X;_1, p;_1, Yi-1, —2}. The mixture density ¢(p,|%_1;0) is
obtained by summing the density functions conditional on the state n(p,|$%;_1, s; =
J;0), using the respective state probabilities as weights:

k

P(py$2-1;0) = Zn(m\ﬁt—h st = J; 0)P(sy = j|-1;0), (8)

J=1

where P(s; = j|€%_1;0) is the conditional probability of being in state j at time
t given information at time ¢ — 1. Under assumptions about the state densities
of the innovations, ¢;, and a law specifying how the state evolves over time, the
parameters of this model can be obtained by maximum likelihood estimation. We
investigate two alternative sets of densities. The first assumes that the underly-
ing state densities 7(p,|s:,X;_1;0) are Gaussian. The conditioning factors, X;_1,
enter linearly in the excess return equation within each state, but we allow their
coefficients to vary between states:

. 1 —(p; = Boj — B3 K1)
(o1, 50 = 5;0) = \/Wexp( — ), (9)
gt J

for 5 = 1, ..., k. Since mixtures of normals can approximate a very broad set of
density families, this assumption is not very restrictive.’

Nevertheless, samples of asset returns contain outliers and empirical applica-
tions almost invariably use two-state models, so we propose a new mixture of
student-t state densities

6 Another closely related approach, advocated by Gallant and Tauchen (1989
and recently implemented in a study of stock returns by Harrison and Zhang (1997
uses Hermite polynomials to model the conditional density semi-nonparametrically.
The two approaches are close substitutes. How 'parametric’ our mixture of normals
approach is depends of course on the rule used to decide how many normal densities
to use. Our particular application uses a large conditioning information set in
conjunction with a relatively small sample size and we partly choose the finite-
mixture approach on grounds of parsimony. Furthermore, Sections 4 and 5 show
that mixtures of two Gaussian densities or a mixture of a student-t and a Gaussian
density can generate substantial variation over time in the shape of the conditional
density.
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I(2)

L Ay (pe—Bo; =B Xe-1)\ 11y /2
F(Z) 7T'U]h]t(1—|— vk ) J

where v; is the degree of freedom parameter for the jth state and I'(.) is the gamma
function. From the total probability theorem it follows that, for both densities, the
conditional state probabilities can be obtained recursively:

N(pe| Q1,80 = J; 0) = (10)

k
P(sy =i|S%_1;0) = ZP(St =ilsi_1 = J,Q_1;0)P(s5,_1 = j|€%4_1; ). (11)

=1

Finally, by Bayes’ rule the conditional state probabilities can be written as

P(si1 = jlQ-1;0) = P(st-1 = jlp1, Xe-1,¥i-1,2-2;0) = (12)
n(pe_118t-1 = J, Xi—1,¥i-1, Q25 ) P(50-1 = J|Xy—1,¥i-1, 225 0)
25:1 N(pe-1l8t-1 = J, Xe1,¥e-1, Q25 ) P(s1-1 = j|1Xi-1,¥1-1, -2; 0)

Equations (11) and (12) can be iterated on to recursively derive the state proba-
bilities P(S¢|€2:—1;0) and obtain the parameters of the likelihood function. Since
the purpose of our analysis is to model the state dependence in the conditional
distribution of excess returns given a set of publicly known predictors, we do not
extract any information about the state of the economy from these variables.” The
resulting state probabilities will entirely reflect the variation in the conditional
distribution of stock returns.

3. Empirical Results
3.1. Model Specification

Our analysis uses monthly excess returns on the decile portfolios comprising the
smallest and largest firms sorted by market capitalization and provided by the
Center for Research in Security Prices (CRSP). We consider small (decile 1) and
large (decile 10) firms separately because of the theoretical prediction that cyclical
asymmetries should be much stronger for the less collateralized small firms. Fol-
lowing standard practice, monthly excess returns rather than nominal returns are
studied to get a measure of returns relative to the benchmark risk-free T-bill rate.

"Hence we assume that the state transition probabilities are not influenced by
the information in X; 1 and 5, c.f. equations (5) and (6), and that P(s; =
i|Q:1;0) =P(s¢ = i| Xy, yr, 4-1;0).
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Returns at higher frequencies are more noisy and hence it would be more difficult
to identify cyclical variation in returns at such horizons. The sample period be-
gins in January 1954 and ends in December 1997, giving a total of 528 monthly
observations.

Using variables linked to the business cycle, a large empirical literature has pre-
sented evidence that stock returns are predictable by means of single-state specifi-
cations and our choice of regressors is guided by this literature. We model excess
returns as a function of an intercept term and lagged values of a 1-month T-bill rate
(I1), obtained from the Fama-Bliss risk-free rates file on the CRSP tapes, a default
premium (Def), measured as the difference between yields on Baa and Aaa-rated
corporate bond portfolios, both obtained from the DRI Basic Economics data base,
and the dividend yield (Yield). The one-month T-bill rate has been used by Fama
(1981) and many others as a proxy for shocks to expected growth in real eco-
nomic activity. The default premium tracks cyclical variation in the risk premium
on stocks. The dividend yield, measured as dividends over the previous twelve
months divided by the stock price at the end of the month and again obtained
from CRSP, is commonly used as a proxy for time-varying expected returns. Fama
and French (1989) find that the dividend yield tracks a mean-reverting component
in expected stock returns whose variation extends beyond the business cycle. For
this reason we impose a priori that the coefficients on these regressors remain the
same across states.

In addition to these regressors that are common to small and large firms, we
also include two additional factors in the model for small firms. Many studies
have found that small firms’ returns tend to be higher in January and are serially
correlated so we include a January dummy and a single lag of returns for these
firms. Serial correlation is believed to reflect non-trading effects and thus does not
track the cycle. The source of the January effect is less well understood so we allow
its coefficient to vary across states. For the small firm portfolio the mean equation
thus becomes

Pr = 505t + 515t—ft—1 + ﬁzstDeft—l + B3Yield;y + Bypyq + ﬁsst Jang + &4, (13)

while for the large firms we adopt the specification

For the conditional variance of excess returns, hs,, we follow Glosten Jagannathan
and Runkle (1993) and consider an exponential ARCH specification that varies
with the state, the level of the 1-month T-bill rate and the absolute value of past
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shocks, |e;_1], divided by the average of the lagged state volatilities weighted by
the respective state probabilities at time ¢t — 1, o;_1, to take care of scaling effects®

2
ln(hst,t) = )\Ost + Alstlt—l + >\2St(|€t—1|/0t—1 - ;) (15)

The mixture model assumes that there are two states, i.e. k = 2. Given the
sample size relative to the number of parameters and their highly nonlinear effect,
it is natural to choose a model restricted to two states’ Three state transition
probability models are considered and we refer to these as MSI, MSII and MSIII,
respectively. The first model simply assumes the state transition probabilities are
constant.!”

MSIT : pii(Qt—l) = @(TQ), = 1,2 (16)

The second model assumes that transition probabilities vary with a single
forward-looking summary measure of the state of the economy but omits a constant:

MSIT - pii(Qtfl) = (b(ﬂ'iACLIt,Q), 1= 1,2 (17)

where ACLI;_» is the two-month lagged value of the year-on-year log-difference in
the Composite Leading Indicator and ®(.) is the cumulative density function of a
standard normal variable.!! The change in CLI seems a natural choice of state
variable in this context.

8Notice that we do not scale by the volatility in the state at time t — 1, h,,_,,
since doing so complicates the model by introducing path dependence. The lagged
variance turned out not to be significant when added as a separate regressor in the
volatility equation, so we go with the simpler ARCH specification for the mixture
models.

9Under the null of a single state, state transition probabilities are unidentified
nuissance parameters and standard results on the distribution of likelihood ratio
tests no longer apply. We tested for state dependence in the constants entering into
the mean and volatility specifications, using the approach of Hansen (1992) and
Hansen (1996). Besides varying the intercept coefficients in the mean and volatility
equations across a grid, the transition probability parameters must also be varied
in our setup with time-varying transition probabilities and several conditioning
variables in both states. We found that the null of a single state was rejected at
the 5 percent critical level or lower even when the state dependence only shows up
in the intercept terms.

10Since there are only two states, p1o = 1 —p11 and pa; = 1 — pag, so two transition
parameters have to be estimated for this model.
"Two lags of AC'LI are used to account for the publication delay in this variable.

ECB Working Paper No 58 = April 2001



Notice that we have omitted a constant in the transition equation of this sec-
ond model. Applications of Markov switching models to financial data suggest that
states are effectively separated by levels of volatility. Typically a high volatility
state with little persistence and a low volatility state with high persistence are
identified. Naturally this reflects the many outliers in financial returns. If not con-
trolled for, mixture models mechanically classify data into the high volatility state
after an outlier is observed. However, this classification has little predictive power
over returns. To constrain the transition probabilities to evolve more smoothly
over time, we restrict these by setting the intercept equal to zero so that the tran-
sition probabilities are forced to smoothly track cyclical variations in the leading
indicator.

To evaluate the effect of imposing this 'smoothness constraint’ we also consider

a general model that includes both a constant and AC'LI;_» in the state transitions:
12

MSIII : pii(Qt—l) = (I)(’]TQ + WiACL]t_Q), 1= 1, 2 (18)

Finally we consider both mixtures of two Gaussian densities and a mixture of a
student-t and a Gaussian. Our estimations suggest that the density in one state is
well characterized as a student-t with few degrees of freedom, while the degrees of
freedom parameter for the second state continued to rise without reaching an upper
bound. Since a student-t with a high degree of freedom parameter is very similar
to a Gaussian density, we used the Gaussian distribution in the second state to
ensure convergence of the estimations. We will refer to the Gaussian and student-t
mixture model as MSt.

These Markov mixture models are compared to the corresponding single-state
specification for the small firms

pr = Bo + Bili—1 + BaDefi 1 + B3Yield; 1 + Byp,_1 + BsJang + &, (19)

while the single-state model assumed for the large firms is

pt - ﬂo + /Bljt—l + /62Deft_1 + /83Yi€ldt_1 + Et, (20)

12We impose the constraint that the intercept term is the same in both states,
whereas the effect of the leading indicator can be state-dependent. This is done
in order to achieve stability and convergence of the algorithm used to estimate the
model. We found severe problems with convergence to multiple local optima when
both the constant and the slope coefficient in the state transitions were allowed to
be state-dependent.
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and &; ~ t(0, hy, v) in both cases. Conditional volatility is modeled as

2
ln(ht) = /\0 + )\1]t_1 + >\2<‘€t—1|/\/ ht—l — ;)) + )\3 ln(ht_l). (21)

Conditional on €2;_1, the density of the single-state model is student-t and only its
dispersion and center vary over time.

Other papers have utilized model specifications that are similar to ours in some
respects. In the context of a Markov mixture model Hamilton and Susmel (1994)
and Hamilton and Lin (1996) allow for ARCH effects although their models assume
constant transition probabilities between two states. Filardo (1994) lets the tran-
sition probability of a Markov mixture specification vary over time but excludes
ARCH effects. Chauvet and Potter (1997) construct leading and coincident indica~
tors of stock returns through a factor-plus-noise approach that assumes the factor
follows a latent Markov chain with constant state transition probabilities. Perez-
Quiros and Timermann (2000) analyze the mean and variance of stock returns on
ten size-sorted portfolios using a mixture of Gaussian densities.

3.2. Model Estimates and Data

Table 1 presents maximum likelihood estimates of the Markov mixture and single-
state models fitted to the small firms’ excess returns. In the single state model the
coefficient on the interest rate is negative and highly statistically significant. The
default premium and dividend yield coefficients are positive, although they fail to
be significant at conventional critical levels. Finally the estimated coefficients of
the lagged return and the January dummy are both positive and highly significant.
In the volatility equation, lagged shocks (|e;—1|) and past volatility (h;_1) are both
significant while the interest rate coefficient fails to be. At 4.1, the degree of
freedom estimate of the student-t distribution indicates that the first four moments
are finite.

Turning to the two-state models, Table 1 shows that the coefficient estimates in
the two states are very different from the single state benchmark. Across mixture
specifications, the coefficient of the nominal interest rate is strongly negative and
statistically significant in state 1 and closer to zero in state 2. Likewise, for three
of four mixture models, the coefficient of the default premium is positive, highly
significant and larger in state 1 than in state 2. Interestingly, the January dummy
seems most important in state 1. This may provide a clue to the source of this
poorly understood effect.

The overall level of volatility is generally higher in state 1 as indicated by the
larger (less negative) intercept term in the volatility equation for this state. Interest
rate effects tend to be of similar magnitude in the two states. The coefficients in the
state transitions also provide important information. For the constant transition
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model, state 1 is less persistent (p;; = 0.95) than state 2 (p2 = 0.97). In the
transition model with a leading indicator but no constant the coefficient on ACLI
is negative in state 1 and positive in state 2, although none of the coefficients is
individually significantly different from zero. It is clear from the log-likelihood
values that exclusion of an intercept term leads to a substantial decline in the
in-sample fit of the mixture model. In the most general transition specification
(MSIII), the intercept term is highly significant while the negative coefficient on
ACLI in state 1 is borderline significant.

Finally consider the mixture Gaussian and student-t model. To keep the number
of models as low as possible, we only consider the state transition model with an
intercept and ACLI. The conditional mean and volatility coefficients follow the
same patterns as for the pure Gaussian mixtures. The coefficient on ACLI is
again negative and significant in state 1 and close to zero in state 2. The degree of
freedom parameter estimate is 7.0, suggesting fat tails in state 1. This estimate is
somewhat larger than that from the single-state model (4.1), indicating that regime
switching effects account for some of the leptokurtosis in returns.

A comparison of the single-state and Markov switching models in Table 1 shows
that the estimates of the single-state model tend to lie between the corresponding
Markov switching estimates for the two states. Since the coefficient estimates of
the Markov switching model are very different across states, assuming a constant-
coefficient model results in misleading conclusions. For example, a researcher might
conclude from the single-state specification that the default premium is not signif-
icantly correlated with stock returns. The more correct conclusion would be that
default risk is significantly positively correlated with stock returns, but only so in
state 1.

Table 2 presents the estimates for the large firms across the same set of models.
The signs of the coefficients in the single state specification are similar to those for
the small firms: the coefficient on the interest rate is negative while the default
premium and dividend yield obtain positive coefficients. For the mixture models,
the large firms again display asymmetries across states in the conditional mean
equation. The interest rate coefficient and the default premium coefficient are
larger in absolute value in state 1 although the degree of asymmetry between the
two states is less pronounced than for the small firms.

To assist in the economic interpretation of the two states identified by the
mixture models, Figure 1 shows the time series of the predicted state-1 probability
(p1t = Pr(sy = 1|/€24_1;0)). Also shown in shaded areas are the official recession
periods tracked by the NBER. When a constant is included in the state transitions,
the mixture model separates the data into a state that, while clearly related to
recession periods, also picks up more isolated episodes of high volatility such as
October 1987. For most periods, it is relatively clear which state generated the
data and py; is far from 0.5. In contrast, the model without a constant in the state

ECB Working Paper No 58 = April 2001



transitions generates smoother state probabilities and tracks the economic cycle
more closely.

These plots effectively demonstrate how sensitive the state classification can
be depending on which state transition and underlying density is used. While the
time series of the state-1 probabilities are quite similar for the three mixture models
with a constant in the transition probabilities, there is a distinct difference between
how first and second generation mixture models classify states. For example, the
squared correlation between the time series of p;; generated by the model with
a constant transition probability (M ST) and the mixture Gaussian-t model with
a constant and the leading indicator (M St) is less than 0.5 for the small firms.
When a constant is included in the state transitions, the data gets separated less
into business cycle states and more into high and low volatility states.

3.8. Forecasting Performance

To assess the statistical performance of the single- and two-state models we com-
pare them along a variety of criteria. Initially we focus on traditional forecasting
measures such as mean squared forecast error (MSFE) while the next sections
consider precision in forecasting higher order moments and conditional densities.
We first provide full-sample results in order to summarize the performance of the
models when parameter estimation uncertainty is not too important. However,
there is always a danger of in-sample overfitting with nonlinear models as compli-
cated as ours, so we also present out-of-sample results that do not condition on the
information embodied in the full-sample parameter estimates.

First consider the mean squared forecast errors reported in Table 3 for all models
under consideration. Diebold and Mariano (1995) have suggested a test of the
significance of the difference in the forecasting performance of two models and, for
each sample, the table reports the values of this statistic in the second column. We
set up the statistic so that a positive value means that the Markov switching model
does better than the single-state model and apply a one-sided test. All mixture
models fitted to the small firms generate lower MSFE values than the single-state
model, and two of the test statistics are significant at the 5 percent level while a
third test is borderline significant. The MSFE performance is relatively poorer for
the large firms where only one of the mixture models improves on the single-state
specification although none of the test statistics is significant at conventional levels.
Interestingly, all four mixture models generate a positive test statistic for the large
firms in the official recession periods, but all mixture models underperform during
expansions.

In the out-of-sample forecasting experiment we are careful to avoid conditioning
on information that was not known historically. Diebold and Rudebusch (1991)
observe that the composite leading indicator has been revised numerous times, so
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it is important to avoid using the information implicit in later revisions. For this
reason we use the originally released historical values to compute ACLI;,_5.'3 More
specifically, let ACLI] be the 7'th vintage of the change in C'LI applied to time ¢,
so that t < 7. Then we base our prediction for period ¢t on {X; 1, AC’LI{__QQ,@,l}

where 51&—1 is the vector of parameters based on €2;_;. We begin the sample in 1976:1
to avoid the disruptive effects of a set of major revisions of the C'LI in 1975. The
parameters of the forecasting models are re-estimated at the beginning of each year
using an expanding window of data. Convergence of the parameter estimates at
each point in time is difficult to achieve, particularly at the beginning of the sample,
but we found that this updating scheme made it feasible to explore the effect of
using different starting values at each estimation point. Out-of-sample forecasting
was not feasible to implement for the most complicated Gaussian, student-t mixture
model whose convergence is more difficult to achieve. For this reason we only
consider the three Gaussian mixture models in the out-of-sample experiment.

Unsurprisingly the mixture models do not outperform relative to the single state
model in the out-of-sample experiments. Although the mixture models correct for
biases in the single state model, they also add to parameter estimation variability,
particularly at the beginning of the experiment where the sample is very short
and it is difficult to precisely estimate the mixture models. In this situation it
is commonplace to find that the MSFE performance of nonlinear models is worse
than that of simpler linear alternatives, even in circumstances where the nonlinear
specification is correct, see e.g. Pesaran and Potter (1997) and Clements and Smith
(2000).

Although MSFE is by far the most common statistical measure of forecasting
performance, it may not reflect the economic value of the predictions. A statistic
designed to measure market timing information in a sequence of predictions is the
nonparametric sign test proposed by Pesaran and Timermann (1992). This statistic
is asymptotically normally distributed under the null of independence between the
sign of the predicted and realized values of excess returns. Table 4 reports the
value of this test statistic. In-sample all models produce a significant value of
this test statistic. While there is little evidence to separate the performance of
the single-state model from the Gaussian mixture models, the mixture Gaussian-t
model generates a somewhat higher test statistic than the other models.

Out-of-sample, the single state and mixture models generate very similar values
of the market timing test. However, while the predictability of the direction of the
market continues to hold out-of-sample for the small firms, there is no evidence of
predictability of the sign of large firms’ returns out-of-sample.

A contentious issue in the literature on predictability of stock returns is how

13The real-time C'LI series used by Diebold and Rudebusch (1991) terminated in
1988:12, so we updated their series for the period 1989-1997.
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to interpret negative values of predicted excess return. It is difficult to imagine
a meaningful equilibrium model in which risk averse investors are willing to hold
stocks during periods where they expect negative risk premia. Previous discussions
have been based on misspecified single state models so it is clearly important to
investigate whether negative expected excess returns also show up in the mixture
models. A natural measure of the occurrence of negative risk premia is the pro-
portion of months where the expected excess return is negative and more than two
standard errors below zero. Computing this statistic requires knowing the stan-
dard errors of the predicted values which is surprisingly complicated due to the
recursive structure of the mixture models. In Appendix A we show how to derive
the standard errors of the predictions. To save space we only report full sample
results for the most general mixture specification (MSIII). For the small firms, this
mixture model generated negative predictions for 254 months, or 48 percent of all
cases, with 71 or 13 percent being more than two standard errors below zero. In
contrast there was very weak evidence of negative expected returns for the large
firms. Only 103 cases, or 19 percent, were negative and these were statistically
significant only in three percent of the periods. These findings suggest that the
negative risk premium puzzle is related to firm size. Negative expected returns are
more or less absent for large firms, but occur surprisingly often for small firms.

Economic theory suggests a trade-off between expected returns and conditional
volatility or other proxies for risk. Standard finance models specify expected re-
turns as proportional to the conditional variance of the residual component. This
suggests a constant squared coefficient of correlation between expected and realized
returns, independently of the underlying state or the level of volatility. We provide
new evidence on this issue by analyzing whether the dgree of predictability of stock
returns - commonly interpreted as reflecting time-variations in risk premia - is re-
lated to the underlying state or the conditional volatility. For this purpose Figure 2
provides smoothed plots of the squared correlation between predicted and realized
excess returns computed in different neighbourhoods of the level of state-1 proba-
bility and the level of conditional volatility. The plots are based on the Gaussian
mixture model with a constant and the leading indicator in the state transitions
(MSIII).

The figure shows that the proportion of the small firms’ returns that is pre-
dictable increases systematically with the probability of being in the recession
state and as a function of the level of volatility. Variations in small firms’ ex-
pected returns hence matter disproportionately more when the volatility of returns
is high. These findings are more consistent with a risk premium interpretation of
the time-varying expected returns than with a model that assumes a time- and
state-invariant risk premium. However, they also suggest that the standard risk
premium model cannot fully explain the time-varying risks. While the degree of
predictability of large firms’ returns also varies with the state of the economy and

ECB Working Paper No 58 = April 2001



the level of volatility, a less clearcut pattern is found for these firms.

4. Cyclical Variation in Higher Order Moments

Stock returns are clearly not normally distributed so volatility is an insufficient
measure of risk. Testing the implications of imperfect capital market theories that
small firms’ equity is riskier around recessions thus requires inspecting higher order
moments as well as the predictive density of stock returns. For completeness, this
section initially studies time-variation in the conditional mean and variance and
then proceeds to analyze the evolution in the conditional skewness and kurtosis.
These moments are increasingly used to characterize risk. For example, Kraus and
Litzenberger (1976) extend the standard two-moment CAPM to a setting where
investors’ preferences are also defined over the skew of the distribution of asset
returns and Harvey and Sidique (1999) investigate the empirical importance of
accounting for conditional skewness in the context of a cross-sectional model of
stock returns. We know of no prior study of the time-series properties of the third
and fourth conditional moments of returns and their link to the economic cycle.
In a recent discussion of density forecasting Tay and Wallis (2000) emphasize the
importance of considering this question although very little evidence exists.

The conditional moments of the single-state model are, of course, simple to
derive. Conditional on §2; 1, excess returns are generated by a single student-t
distribution with a mean following from (20) or (21), conditional variance —5hy,
zero conditional skewness and kurtosis of R7T'(2)I'(452)v?/(T'(%) /7).

Deriving the first four centered, conditional moments of the Markov mixture
distributions is less straightforward. First consider the mixture of Gaussian densi-
ties. Recall that p;; = Pr(s; = 1|€_1;0) is the probability of being in state 1 at
time ¢ given information at time t —1. Let p;, = By; + ﬁ;Xt,l, and a?t = h;+ be the
first two conditional moments of the j'th state. Corollary 1 in Timmermann (1999)
which characterizes the moments of the ergodic distribution of markov switching
models can easily be extended to cover the first four conditional moments:

Conditional mean:

Elp,|Q%-1;0] = py = prepigy + (1 — pre) oy (22)

Conditional variance:

E[(ﬂt - Mt)2|Qt—1§ 0] =(1- plt)ggt + pltU%t + (1 — plt)(/ht - M2t)2- (23)

Conditional skewness:

E[(/Ot - ut)3!Qt—1; 9] = pu(l - plt)(/ht - ,Uzt) (3(0375 - U%t) + (1 - 2p1t)(#1t - qut)g)
(24)
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Conditional kurtosis:

E[(pt - Nt)4|Qt71§ 0] = plt(l - plt)(ﬂlt - Mzt)Q :
((pry = poe)*(1 = 3pue(1 — pur)) + 6(1 — pre)oi; + 6proy,)
+3 <p1t0111t + (1 - plt)“ét) (25)

These expressions show that different means of the underlying state densities are
important to the volatility, skewness and kurtosis. For example, if the means in
state 1 and 2 are identical, then the mixture model cannot generate skewness.
Hence the time-series of the conditional skew generated by the mixture models
reflect the discrepancy between the conditional mean in the two states.

The mixture of the student-t and Gaussian density leads to somewhat different
conditional moments. Suppose the t-distribution occurs in state 1 and let v be the
degree of freedom parameter for this state. Appendix B proves the following result

Proposition

The first four conditional moments of the two-state mixture of a student-t distri-
bution with v; degrees of freedom occurring in state 1 and a Gaussian distribution
for state 2 are given by

E[yt|Qt—1; 0] =ty = Prefhyy + (1 — pie) oy

v
Bl = w058 = pue (525 ) b+ (1= pule

P11 = pae) (b — pay)*.
v
El(y: — Nt>3|Qt—1§ 0] = pu(l—pue)(pay — p2:){3 (U%t(vl—iQ) - U%t)

+(1 = 2p1e) (pyy — ,Uzt)Q}

El(p, — Nt)4mt—1§ 0] = pu(l—pue)(py — M2t)2 )
(%1
(p1g = pae)*(1 = 3pre(1 — pur)) +6(1 — plt)(vl—_2>o'%t + €
LT () vipuot,
V7L (%)
Figure 3 presents time-series plots of the conditional mean for the single-state
and two of the mixture models under consideration'?. First consider the plots for

+3(1 — plt)agt

14The time-series plots for the remaining mixture models were very similar and
are therefore omitted.
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the small firms. The five series are clearly strongly correlated, with correlations
that vary between 0.80 and 0.98. Although there is a clear cyclical pattern in
expected returns which decline towards the end of expansions and rise during the
course of the recession periods, there is also substantial short-run variation around
the cyclical component. This is a result of including the lagged return as a regressor
in the small firm model. Such short-run variation is largely absent in the plots for
the large firms’ expected returns which do not include a lag. For the large firms
the first-moment time-series correlations are even higher across models and range
from 0.91 to 0.99.

Turning to the second moment plots, Figure 4 shows that these display relatively
more variation across econometric specifications. Correlations between second mo-
ments now range from 0.38 to 0.88 for the small firms and from 0.57 to 0.99 for the
large firms. Interestingly, the student-t mixture fitted to the small firms generates
quite different conditional volatility compared to the Gaussian mixture while the
two series are almost identical for the large firms. This of course has to do with the
low degree of freedom estimate for the t-distribution fitted to the small firms. Clear
counter-cyclical patterns in volatility that lead recessions emerge for all models.

Similarities between models are further weakened once higher order moments
are considered. The conditional skewness is of course zero for the single-state
model. However, the skew generated by the Markov mixture models fitted to the
small firms follows a pronounced cyclical path with negative conditional skewness
in the late expansion and early recession stage, c.f. Figure 5. This finding matches
well with the frequent occurence of negative returns at this stage of the cycle. It
is interesting that such negative returns show up as negative conditional skewness.
Symmetric density models would not identify such effects, so the advantage of
using a mixture model is clear in this case. The difference between the third
moment of first generation (constant transitions) and second generation (time-
varying transitions) mixture models is also clear. The constant transition model
generates negative conditional skewness for almost all time periods, while the other
models produce both positive and negative skews. Across models, correlations
between the time-series of skewness range from -0.12 to 0.06 for the small firms.
For the large firms there is less of a difference between the time series plots of
the different mixture specifications, which generate weak cyclical patterns centered
around a small negative skew.

A strong cyclical pattern also emerges from the conditional kurtosis. Figure 6
shows that this has a tendency to rapidly increase prior to and during recessions. It
also decreases in the early stages of the ensuing expansions. Again first and second
generation mixture specifications produce very different conditional kurtosis with
correlations across models as low as 0.4.

These results allow us to characterize the cyclical variations in the risk of stock
returns as follows: right before a turning point in the business cycle, i.e. during the
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late expansion and early recession stage, stocks are particularly risky to hold since
their returns have lower conditional mean, higher conditional volatility and lower
(sometimes even negative) conditional skewness. With a short delay, i.e. typically
in the early expansion state, kurtosis of returns rises rapidly.

A formal statistical assessment of the models’ characterization of the higher
order moments of returns can be obtained from regressing various powers of the
residuals from the excess return equation on the corresponding conditional mo-
ments, c.f. Pagan and Schwert (1990):

ey = a+bE[e}|Q_1; 0] (26)

Forecasts of the nth moment are unbiased if @ = 0 and b = 1. Results from
in-sample and out-of-sample estimations are provided in Table 5. First consider
the second conditional moment. For the small firms, all mixture models generate
values of a closer to 0 and of b closer to 1 than the single-state model. For the large
firms, the mixture model with a constant transition probability and the mixture
Gaussian-t dominate the single state model in this regard.

Turning next to the conditional skewness, by construction the single state model
cannot capture time-variation in this moment. In contrast, six of eight mixture
models generate a positive in-sample estimate of b. There is an interesting difference
between the estimates of third-moment slopes for the small and large firms. While
the slope estimates exceed one for the small firms, they are well below one for the
large firms. Finally the table shows that the mixture models provide a much better
fit for the time series of the small firms’ fourth moment than the single-state model.
Tracking of the fourth conditional moment is particularly impressive for the three
mixture models that include a constant in the state transitions. In contrast, when
it comes to the large firms, the single-state model generates the estimate of b closest
to one.

Out-of-sample the single-state model is completely unable to track time-series
variation in the small firms’ second and fourth conditional moments. While a sim-
ilar picture emerges for the mixture model with only the leading indicator in the
state transitions, the two mixture specifications with a constant in their transition
probabilities generate larger and positive slope estimates for the second and third
moments. The simplest model with just a constant does particularly well with
estimates of a and b that are within two standard errors of zero and one, respec-
tively, for all three moments. None of the mixture models shows any evidence of
out-of-sample predictability of time-series variations in the large firms’ higher order
moments.

5. Time Variations in Conditional Densities

As mentioned in the introduction, general decision theories characterize the risk of

ECB Working Paper No 58 = April 2001



a financial asset by means of the predictive density of the asset’s returns. For the
Gaussian mixture model this means computing

it —(py — p; — B Xs1)?
T i = I

=1 \/ 27Thj7t 2hj,t

while the mixture of a student-t with a Gaussian distribution requires calculating

prel(24)
D(3)v/morhia(1 4 Lt ZXa 2

1- —(py — o — B5X41)?
( Pt (pr — 12 — B X4 1) ). (28)

€exX
A/ 27Th2,t p( 2h2,t

The single-state model assumes a student-t density with time-varying scale and
location parameters. Insights into how much the conditional density of returns
varies from month to month and how the single-state and two-state specifications
differ, can be gained from Figure 7 which plots the sequence of monthly densities
during the volatile period 1982:09 - 1982:12 around the change in the Federal
Reserve’s operating procedures. First consider the conditional densities of the
small firms. While the location and dispersion of the single-state density varies
considerably from month to month, the shapes of densities obtained through the
mixture models cover a much wider range. Throughout the full sample the mixture
model generates a variety of single-peaked, hump-shaped, and bi-modal densities
that vary significantly from one month to the next.

Plots for the large firms revealed far less variation in the density shapes than was
found for small firms. The reason for this is clear from the earlier expression for the
conditional coefficient of skewness: mixtures of normal densities can only generate
skewness provided that there is a sizeable difference in the means of the marginal
densities in the two states. Small firms’ mean equations display the highest degree
of asymmetry across the two states (c.f. Tables 1 and 2) and will thus generate the
highest time-series variation in skewness. Again this is consistent with the theories
on the relationship between firm size and cyclical risk exposures.

These differences in density plots for the models under consideration underline
the necessity of using more general tests of model fit than, say, mean square forecast
error. Diebold, Gunther and Tay (1998) propose to apply the probability integral
transform to the realizations of a time series as a way of evaluating the density
implied by the forecasting model. If the conditional density, ¢, ;(.) is correctly
specified, then [ ’ ¢ ¢;_1(z)dx should be drawn from a uniform distribution. Failure
to correctly model, say, tail probabilities would result in a disproportional number
of observations of these probability transforms of excess returns near zero or one.

PPyl $24-1;0)

+
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Formal tests of the predictive densities are provided in Table 6. We compare the
inverted probability transforms to the uniform distribution using a Kolmogorov-
Smirnov test. In-sample, none of the single-state or mixture models leads to a
rejection of the null at the 5% critical level. Out-of-sample the picture is very
different. For the small firms the only model not to be rejected is the mixture
model with a constant and the leading indicator in the transition probability. For
the large firms only the model with a constant transition probability passes the
test at the 5% critical level. Recalling that the mixture models did not improve on
the out-of-sample MSFE performance of the single-state model, these findings also
show that nonlinear mixture models may be of particular use to decision makers
with non-quadratic loss functions.

Berkowitz (1999) has proposed a test to evaluate the accuracy of density fore-
cast that is suitable for small samples. Under the null of correct density forecasts,
the test is believed to have good power properties for testing the null of a correctly
specified density function. We implement this test by forming the predictive den-
sity function in each period, ¢, (a normal distribution, a mixture of normals or a
mixture of a normal and a ¢, depending on the model) calculating the p-values of
each realization and testing if the probability integral transform of these p-values
follow an identical and independently distributed standard normal through a like-
lihood ratio test. We divide this test into three separate components, testing for
serial independence (autoregressive parameter equal to zero), zero mean, and unit
variance. We also report the outcome of a joint test. In-sample again none of the
individual or joint tests rejects the null of a correctly specified density. While most
models are rejected out-of-sample, the general Gaussian mixture (MSIII) fitted to
the small firms and the mixture models with a constant in the state transitions
fitted to the large firms are not rejected at the 1% level (small firms) and 5% level
(large firms).

6. Conclusion

A variety of new conclusions about how to understand time-variations in risk and
its relation to firm size has emerged from this paper. Most obviously, it seems that
commonly used single-state specifications for stock returns that adopt the same
model in recessions and expansions are misspecified and can be strongly rejected
against our two-state model. During recessions single-state specifications under-
estimate the size of the correlation between stock returns and variables such as
short interest rates and default premia. Likewise, they overestimate the correla-
tion between these variables and stock returns during expansion periods. We also
find that the shape of the conditional density of stock returns and the higher order
conditional moments vary considerably over time and that this variation is closely
linked to the state of the business cycle. These findings suggest that a comprehen-
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sive characterization of risk must go well beyond the standard analysis of the mean
and variance of returns.

There is strong evidence that cyclical asymmetries in the predictive density of
stock returns is closely related to firm size. Gains in predictive accuracy resulting
from introducing two-state mixture models are far larger for small than for large
firms, both in-sample and out-of-sample. The more complicated two-state models
do not improve on the out-of-sample mean squared forecast error statistic of the
single-state model. However, tests of predictive accuracy based on third and fourth
moments or the full predictive density indicate that the mixture models lead to
better forecasts. Likewise, gains from considering different transition probability
models is related to firm size. For the small firms, on balance a model with a time-
varying state transition linked to the leading indicator performs best, while for
the large firms a constant transition probability model is preferred. This is again
consistent with the predictions of imperfect capital market theories that small firms’
risk exposure is most sensitive to cyclical variations.

Appendix A

Calculation of Standard Errors for the Predictions
from the Markov Switching Model

Equations (4) - (12) form the Markov switching model according to which the
predicted value of excess returns is given by

e = P(Si =1 1)E[p|S; = 1,0 1] + (1 = P(S; = 1[4 1)) E[p,| St = 2, Q1]
= P(Sy = 1|Q1) (E[p,| St = 1,2 1] — Elp,| S = 2, Q1)) + Elpy| S = 2,Q44]
(A1)

or, in a more compact form,

/p\t = ft(evgt—l)v (A2)

where 0 = (81, Boz2, B1, Bas Ao, Aoz, A1, A12, Aa1, Aga) is the parameter vector. This
equation can be approximated by a first-order Taylor expansion evaluated at @y :

o= 00, 00) + (0 — 0,2 (A3)

so that the variance of the forecast of excess returns can be approximated by
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Var(p,) = (%)l Var(6 — 6,) (%) . (A4)

In the present case we have (from equation (Al))

fi(60, Q1) = P(Sy =1{Q-1) (Elp,| St = 1, 1] = Elp|Se = 2,Q1])
+ (Ep] St = 2,-4]) . (A5)

Therefore,
Of _ OPG =) gy 15, — 1.0, ] — BlpylSi = 2,941)

90 6
8 (Elp|S: = 1,2 1] — Elp,|S; = 2, Q-
LP (S, = 1), ) 2SS = 1 1390 [0,]S: = 2,92 1))

OE|[p;| St = 2, 4]
+ 50 . (A6)

Applying equation (11) from the main text and using (5) or (6) gives

P(S; = 1Q1) = Piu(%—1)P(Si—1 = 1{Q—1) + (1 = Pop(2—1)) P(Si—1 = 2[Q—1)
= (Pui(%—1) + Poa(Qe—1) = 1)P(Si—1 = 1| 1) + (1 — Paa(%—1)), (A7)

where the state transitions depend on the particular transition model.
Differentiating (A7),

OP(Sy =1|%-1)  O(Pu(—1) + Poa(S1) — 1>P(S =10 )
= t—1 — t—

% 90
OP(S;_1 =1|Q_
+(P11(Qt—]_) + P22<Qt_1) — 1) ( t 130 | t 1)

O(1 — Paa(21))
+ 50 .

(A8)

In equation (A8) we need to calculate 8P“(§2t’1), 8P22§2t’1), and 22 t’;lm"l). For

the most general transition probability specification, the first two derivatives are

50, d(mo + T1Y—1) when 0; = mg (A9)

OPy(@y) _ [ Ot mua)yy when = m
0 otherwise
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and

¢(mo + ToYi—1)ye—1  When 0; = 7y
% =< o(mo+ moyr_1) when 6, = 7 (A10)
¢ 0 otherwise

where 6; is the i’th element of 8. In order to calculate W, we use

equation (12) which can be rewritten as

B,_
P(S;_y =1|Q_1) = At 1 (A11)
t7

where

Bi_1 = n(py_1|Si=1 = 1, Xy—1, Y1, Qu—2) P(Si—1 = 1Xy—1, Ye—1, —2), (A12)

A1 =B1 + W(Pt_1|5t71 =2, X1, Y1, Qt—Q)P(St—l = 2|Xt71,yt71, Qt—2)~
(A13)

Differentiating (A11) it follows that

OP(Si1=11) _ 0B,1/00  By10A,1/00 (ALY
90 A, YRR

()B_ (3” P — 71 X_ — Q_

00 20
OP(S,_; = 1|Q,_
+n <pt71|5t71 = 17Xt7173/t71, Qt*Q) ( t 180 | ' 2)7

8At,1 o 8Bt,1 n an(pt71|st—1 =2, thla Yt—1, Qt72)
00 00 00

+1 (pr1]Se-1 = 2, Xom1, ye-1, QU —2)

(1= P(S4-1 = 1|%-2))
(1 — P(Si—1 = 1|%-2))
06

where we used the assumption that P(S;_; = 1|X;_1,%-1,%_2) = P(Si-1 =
1)94_2).

, (A16)
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(o} Iol 1,X \Y4
Because of the ARCH effect in the variance, the term Z02e=12=1= T A1, -3

deserves special interest. To calculate this derivative, in addition to the ”standard”
|5t 1|

first order effect of each of the parameters, we have to consider the term
ht 1

30 L and,

obviously, this term is a function of . To calculate this derivative, we repeat
the same derivations that we use in thls appendix, now applied to the function
ht = wt(G, Qtfl).

Finally, plugging (A14) into (A8) we obtain:

OP(Sy =1|Q-1)  O(Pi(-1) + Poa(-1) — 1>P(S L= 1|Q)
= t—1 = t—

00 00
0B;_1/00 B, _10A;_,/00
+(Pr1 (1) + Poa (1) — 1) 1/ — zt 1/
A Af

O(1 — Py(24-1))
+ 20 .

Equations (A15) - (A17) can be iterated on to calculate OP(S; = 1|€_1)/00
provided that an initial value is assigned to 0P (S; = 1|€2)/06. Starting the original
algorithm by using a fixed value of the first state of the economy, as we do, implies
that OP(S; = 1[€)/00 = 0, (i = 1,2). Finally, substituting 0P(S; = i|€;—1)/00
(¢ = 1,2) into equation (A6), and noting that 0E[p,|S; = 1,§%_1]/00 is easy to
calculate from (4), we obtain df;/06 and, by (A4), the variance of p,, the square
root of which gives the standard errors of the predictions from the Markov switching
model.

(A17)

Appendix B

Conditional moments of the student-t and Gaussian
mixture model

The first conditional moment of the mixture model is given by

Elys| Q1] = py = pg, Pr(S; = 1| -1) + pigy (1 — pue) Pr(S; = 2| 1)
= pyPre + por(1 — pre).

The second conditional moment can be derived as follows:

o7 = Elly — 11)*|Q-1] = puE[(py + o1gr — p1)*] + (L = p1o) B[ (g + ouee — p1y)’
pltU%t + (1 - plt)"%t =+ pu(ﬂu - Nt)z + (1 - plt)(:th - Nt)Q-
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Because of the ARCH effect in the variance, the term oy |Si1=1 Xt 1ye-18k—2)
deserves special interest. To calculate this derivative, in addition to the 7 ?tan‘dard”
£t—1
first order effect of each of the parameters, we have to consider the term 59 L and,
obviously, this term is a function of %. To calculate this derivative, we repeat
the same derivations that we use in this appendix, now applied to the function
ht = wt(e, Qt—l)-

Finally, plugging (A14) into (A8) we obtain:

OP(S =1I0) _ APu(@i) + Po@) =D pe g )
= t—1 = t—

00 00
0B;_1/00 B, 10A,_1/00
+(Pr1 (1) + Poo (1) — 1) 1/ - == 2t 1/
At—l Atfl
+8(1 — Pyy(Q4-1))
00 ’

Equations (A15) - (A17) can be iterated on to calculate OP(S; = 1|€;_1)/00
provided that an initial value is assigned to OP(S; = 1|€2)/00. Starting the original
algorithm by using a fixed value of the first state of the economy, as we do, implies
that OP(S; = i|€)/00 = 0, (i = 1,2). Finally, substituting 0P (S; = i|$%_1)/00
(1 = 1,2) into equation (A6), and noting that OE[p,|S; = 1,§%_1]/00 is easy to
calculate from (4), we obtain 0f;/00 and, by (A4), the variance of p,, the square
root of which gives the standard errors of the predictions from the Markov switching
model.

(A17)

Appendix B

Conditional moments of the student-t and Gaussian
mixture model

The first conditional moment of the mixture model is given by

Ely| Q1] = py = py, Pr(Se = 1|Q_1) + gy (1 — p1e) Pr(Sy = 2[€4_1)
= pyPre + po(1 — pe).

The second conditional moment can be derived as follows:

U? = El(y: — ,ut)2|Qt—1] = puB[(py, + oner — Nt)Q] + (1 = p1e) E[(poy + oot — Nt)Q:
plta%t + (1 - plt)agt + pre(py — /J’t)Q + (1 — pre) (pgy — ,Ut)Q-
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Table 1
Small Firms

The following models were estimated for excess returns on the small firm portfolio

Single State Model:
pe=PBo+ P11l +ByDef s + By Yield | + By peitPs Jan, + g
ert(0,v,hy), In(h)=ho + Ay I 1+ Aol fecilV/(he 1) )-(2/m)] + A5 Inhy)

Gaussian Mixture:

Pe=Bosi T Busidl w1+ BasiDef i + Bs Yield  + Bapii+Ps s Jan +e

eN(Ohs), In(hs)=ho + Ay o711+ Moot () )2/m)]

Model I: p=Prob(s=1s.=1)=0(ry), g=Prob(s=2s.,=2)=b(,)

Model IT: p=Prob(s=1|s,.;=1)=®(m;ACLI ;), q=Prob(s=2ls,.;=2)=D(m,ACLI ;)

Model III: p=Prob(s=1|s..;=1)=®(my+m;ACLI ), q=Prob(s=2ls,.;=2)=®(ny+m,ACLI ;)

Gaussian and student-t Mixture:

Same transition probability specification as Model III with densities:
£~N(0,hg) if S=1

£~t(0,v,hg) if S=2.

p, is the monthly excess returns on the small firm portfolio, 7/ is the one-month T- bill rate, Def  is the default premium, Yield is the dividend

yield, Jan is a January dummy and ACLI is the annual rate of growth of the Composite Index of Leading Indicators. The sample period is 1954-1997.

Gaussian Mixture

Gaussian Mixture

Gaussian Mixture

Gaussian, Student-t

Mean Parameters Single-State Model Model I Model II Model III Mixture Model
Constant, State 1 -0.013 (0.011) -0.016 (0.024) -0.034 (0.019) -0.030 (0.020) -0.028 (0.016)
Constant, State 2 -0.017 (0.011) -0.005 (0.012) -0.010 (0.010) 0.003 (0.010)
Interest Rate, State 1 -4.006 (1.196) -6.025 (3.022) -7.588 (3.122) -7.722 (3.054) -6.721 (2.238)
Interest Rate, State 2 -4.656 (1.394) 0.057 (1.741) -2.116 (1.291) 1.417 (1.587)
Default Premium, State 1 15.648 (10.836) 19.234 (21.684) 50.023 (20.022) 47.578 (18.462) 49309  (15.304)
Default Premium, State 2 26.996 (11.839) -31.553 (13.378) -9.211 (10.777) -42.039  (12.296)
Dividend Yield 0.592 (0.361) 0.600 (0.342) 0.763 (0.337) 0.754 (0.312) 0.551 (0.318)
Lag Term 0.233 (0.040) 0.196 (0.036) 0.204 (0.036) 0.177 (0.036) 0.188 (0.036)
January Premium State 1 0.079 (0.009) 0.198 (0.025) 0.160 (0.018) 0.191 (0.021) 0.146 (0.016)
January Premium, State 2 0.060 (0.008) 0.055 (0.008) 0.066 (0.007) 0.052 (0.007)

Variance Parameters
Constant, State 1 -0.842 (0.463) -5.361 (0.321) -5.694 (0.257) -5.105 (0.356) -6.216 (0.350)
Constant, State 2 -7.003 (0.202) -7.177 (0.311) -6.778 (0.206) -7.228 (0.301)
Interest Rate, State 1 15.368 (10.070) 81.685 (54.354) 103.639 (41.905) 33.101 (56.448) 125.306  (66.572)
Interest Rate, State 2 88.572 (32.389) 85.874 (56.561) 48.985 (37.698) 120.508  (62.371)
ARCH, State 1 0.185 (0.058) -0.218 (0.110) -0.208 (0.117) -0.197 (0.104) -0.021 (0.115)
ARCH, State 2 0.196 (0.192) 0.510 (0.136) 0.177 (0.167) 0.429 (0.188)
Lagged Variance 0.884 (0.065)

Transition Probability

Parameters

Constant, State 1 1.638 (0.213) 1.816 (0.166) 1.453 (0.184)
Constant, State 2 1.816 (0.183)
Leading Indicator, State 1 -0.144 (0.123) -0.251 (0.129) -0.255 (0.121)
Leading Indicator, State 2 0.174 (0.125) -0.069 (0.088) -0.006 (0.090)
Degrees of Freedom 4.113 (0.628) 7.010 (3.560)
Log Likelihood 773.235 787.408 768.676 786.973 792.596

Note: Standard errors appear in parentheses to the right of the parameter estimates.



Table 2
Large Firms

The following Markov switching model was estimated for excess returns on the large firm portfolio

Single State Model:
pe=PBo+ P11l +ByDef +BsYield  + &
ert(0,v,hy), In(h)=ho + Ay 17 1+ Aol feciV(h 1) )-(2/m)] + A5 Inhy)

Gaussian Mixture:

Pe=Bosi T Busidl w1+ BasiDef i + Bs Yield  + Bapii+Ps s Jan  +

eN(Ohs), In(hs)=ho + Ay o711+ R sClei () )2/m)]

Model I: p=Prob(s=1s.=1)=0(ry), g=Prob(s=2s.,=2)=b(,)

Model II: p=Prob(s=1[s..;=1)=®(m;ACLI ;), q=Prob(s=2[s..;=2)=®(m,ACLI , ,)

Model III: p=Prob(s=1|s..;=1)=®(my+m;ACLI ), q=Prob(s=2ls,.;=2)=®(ny+m,ACLI ;)

Gaussian and student-t Mixture:

Same transition probability specification as Model III with densities:
£~N(0,hg) if S=1

£~t(0,v,hg) if S=2.

p, is the monthly excess returns on the large firm portfolio, 77 is the one-month T- bill rate, Def" is the default premium, Yield is the dividend

yield and ACLI is the annual rate of growth of the Composite Index of Leading Indicators. The sample period is 1954-1997.

Gaussian Mixture Gaussian Mixture Gaussian Mixture Gaussian, Student-t
Mean Parameters Single-State Model Model I Model II Model III Mixture Model
Constant, State 1 -0.008 (0.008) -0.022 (0.009) -0.031 (0.012) -0.021 (0.009) -0.021 (0.008)
Constant, State 2 -0.009 (0.006) 0.007 (0.010) -0.008 (0.006) -0.007 (0.006)
Interest Rate, State 1 -3.688 (0.771) -5.408 (1.414) -4.382 (1.668) -5.491 (1.476) -5.559 (1.223)
Interest Rate, State 2 -2.765 (0.791) -2.933 (1.349) -2.898 (0.739) -2.868 (0.722)
Default Premium, State 1 13.269 (6.494) 25.853 (10.013) 36.274 (12.384) 25.840 (10.287) 27.010 (8.795)
Default Premium, State 2 6.916 (7.742) -4.579 (10.908) 6.900 (7.343) 6.137 (7.617)
Dividend Yield 0.659 (0.258) 0.841 (0.191) 0.662 (0.261) 0.822 (0.179) 0.813 (0.200)
Variance Parameters
Constant, State 1 -1.456 (0.760) -6.561 (0.263) -6.839 (0.277) -6.545 (0.278) -6.619 (0.250)
Constant, State 2 -8.629 (0.206) -7.644 (0.373) -8.598 (0.190) -8.588 (0.163)
Interest Rate, State 1 22.574 (13.121) 65.105 (43.003) 124.239 (44.108) 65.105 (45.251) 49417  (41.077)
Interest Rate, State 2 188.622 (33.929) 70.823 (56.468) 188.620 (31.359) 190.627  (25.983)
ARCH, State 1 0.186 (0.064) 0.146 (0.122) 0.245 (0.122) 0.149 (0.130) 0.142 (0.098)
ARCH, State 2 -1.667 (0.276) -0.169 (0.178) -1.620 (0.247) -1.620 (0.300)
Lagged Variance 0.804 (0.104)
Transition Probability
Parameters
Constant, State 1 1.472 (0.203) 1.391 (0.180) 1.420 (0.183)
Constant, State 2 1.348 (0.201)
Leading Indicator, State 1 -0.126 (0.119) -0.026 (0.084) -0.026 (0.061)
Leading Indicator, State 2 0.121 (0.208) -0.046 (0.066) -0.049 (0.053)
Degrees of Freedom 9.772 (3.689) 19.279 (23.023)
Log Likelihood 985.452 1001.032 988.670 1001.117 1002.840

Note: Standard errors appear in parentheses to the right of the parameter estimates.



Table 3

Mean Squared Forecast Errors Performance

In-Sample Forecasting Results (1954:1 - 1997:12)

Small Firms

Full Sample Recession Periods Expansion Periods
MSFE DM Test MSFE DM Test MSFE DM Test
Single-State 4.105 6.946 3.598
Gaussian Mixture
Model I 3.819 1.634 5.474 1.542 3.523 0.720
Model IT 3.943 1.329 5.951 1.441 3.585 0.206
Model ITI 3.779 1.694 5.263 1.517 3.514 0.898
Gaussian, student-t Mixture 3.833 2.020 5.681 1.667 3.503 1.300
Large Firms
Full Sample Recession Periods Expansion Periods
MSFE DM Test MSFE DM Test MSFE DM Test
Single-State 1.546 2.601 1.358
Gaussian Mixture
Model I 1.547 -0.083 2.522 1.237 1.373 -1.140
Model IT 1.537 0.892 2.514 1.624 1.362 -0.727
Model ITI 1.549 -0.185 2.537 1.013 1.372 -1.089
Gaussian, student-t Mixture 1.547 -0.100 2.529 1.095 1.372 -1.113
Out-of-Sample Forecasting Results (1976:1 - 1997:12)
Small Firms
Full Sample Recession Periods Expansion Periods
MSFE DM Test MSFE DM Test MSFE DM Test
Single-State 3.982 5.171 3.829
Gaussian Mixture
Model I 4.240 -1.239 5.680 -0.853 4.055 -1.003
Model IT 3.962 0.214 5918 -0.836 3.710 1.142
Model ITI 3.769 1.135 4.941 0.748 3.618 1.012
Large Firms
Full Sample Recession Periods Expansion Periods
MSFE DM Test MSFE DM Test MSFE DM Test
Single-State 1.703 2.497 1.601
Gaussian Mixture
Model I 1.712 -0.194 2.424 0.353 1.621 -0.430
Model IT 1.727 -0.689 2.428 0.298 1.637 -1.386
Model ITI 1.736 -0.921 2.639 -0.841 1.620 -0.556

Note: For the Gaussian mixtures, Model I assumes constant transition probabilities, Model II includes only the leading indicator in
the state transition equation and Model III includes both a constant and the leading indicator. The Gaussian and student-t mixture

adopts the same transition equation as model II1. The DM statistic tests the null that the MSFE of the single state model is no higher
than that of the mixture models.



Table 4

Market Timing Test

In-Sample Forecasting Results (1954:1 - 1997:12)

Single-State

Gaussian Mixture

Model I

Model II

Model III

Gaussian and student-t Mixture

Single-State

Gaussian Mixture

Model I

Model II

Model III

Gaussian and student-t Mixture

Small Firms

Full Sample

Recession Periods

Expansion Periods

%Correct Signs  PT Test %Correct Signs  PT Test %Correct Signs  PT Test
0.646 6.386 0.713 3.826 0.634 5.251
0.636 6.132 0.688 3.402 0.627 5.261
0.644 6.860 0.700 3.605 0.634 5.947
0.644 6.569 0.688 3.428 0.636 5.622
0.655 7.028 0.688 3.428 0.650 6.114

Large Firms

Full Sample

Recession Periods

Expansion Periods

%Correct Signs  PT Test %Correct Signs  PT Test %Correct Signs  PT Test
0.598 2.306 0.663 2.905 0.587 1.029
0.610 2.904 0.700 3.549 0.594 1.145
0.595 2.303 0.650 2.631 0.585 1.162
0.623 3.601 0.700 3.549 0.609 1.904
0.631 4.019 0.713 3.787 0.616 2.249

Out-of-Sample Forecasting Results (1976:1 - 1997:12)

Single-State
Gaussian Mixture
Model I

Model II

Model III

Single-State
Gaussian Mixture
Model I

Model II

Model III

Small Firms

Full Sample

Recession Periods

Expansion Periods

%Correct Signs  PT Test %Correct Signs  PT Test %Correct Signs  PT Test
0.580 3.143 0.700 2.233 0.564 2.656
0.583 3.373 0.733 2.583 0.564 2.703
0.583 3.110 0.633 1.787 0.577 3.000
0.576 3.033 0.733 2.636 0.555 2.424

Large Firms

Full Sample

Recession Periods

Expansion Periods

%Correct Signs  PT Test %Correct Signs  PT Test %Correct Signs  PT Test
0.519 0.154 0.600 0.959 0.509 -0.154
0.489 -1.067 0.667 1.717 0.466 -1.677
0.515 0.622 0.567 0.530 0.509 0.532
0.496 0.113 0.633 1.325 0.479 -0.276

Note: For the Gaussian mixtures, Model I assumes constant transition probabilities, Model 11 includes only the leading indicator in
the transition equation and Model III includes both a constant and the leading indicator. The Gaussian and student-t mixture

adopts the same transition equation as model I1I. The PT statistic tests the null of independence between the sign of the realized
and predicted excess returns and is asymptotically normally distributed.
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Table 5

Pagan-Schwert Tests of Predictability of Higher Order Moments

Powers of the residuals from the return equation are projected on their conditional expectation
(e)"=a+b(E(e) ")+,

In-Sample Forecasting Results (1954:1 - 1997:12)

Small Firms

Gaussian Mixture

Gaussian Mixture

Gaussian Mixture

Gaussian and student-

Single-State Model Model I Model IT Model III t Mixture
1.292 (0.879) 0.569 (0.894) 0.972 (0.892) 0.761 (0.792) 0.182 (0.826)
0.664 (0.230) 0.861 (0.254) 0.720 (0.241) 0.770 (0.216) 1.117 (0.297)
0.018 (0.162) -0.048 (0.129) -0.046 (0.137) -0.113 (0.125) -0.076 (0.132)
0.000 (0.000) 1.665 (1.225) 1.827 (1.138) 2413 (1.584) 4.247 (2.868)
0.107 (0.051) 0.040 (0.063) 0.104 (0.043) 0.033 (0.061) 0.054 (0.043)
0.033 (0.033) 0.993 (0.806) 0.212 (0.178) 0.970 (0.759) 0.915 (0.470)

Large Firms

Gaussian Mixture

Gaussian Mixture

Gaussian Mixture

Gaussian and student-

Single-State Model Model I Model IT Model III t Mixture
0.145 (0.393) 0.033 (0.374) 0.316 (0.388) 0.204 (0.377) 0.034 (0.394)
0.905 (0.277) 0.969 (0.268) 0.783 (0.265) 0.867 (0.269) 1.005 (0.290)
-0.036 (0.026) -0.031 (0.023) -0.023 (0.026) -0.029 (0.022) -0.031 (0.023)
0.000 (0.000) -0.230 (0.978) 0.639 (1.269) 0.131 (0.914) -0.124 (0.927)
0.005 (0.007) 0.008 (0.005) 0.008 (0.006) 0.010 (0.005) 0.009 (0.005)
0.679 (0.434) 0418 (0.277) 0.403 (0.291) 0.291 (0.213) 0.316 (0.232)

Out-of-Sample Forecasting Results (1976:1 - 1997:12)

Small Firms

Gaussian Mixture

Gaussian Mixture

Gaussian Mixture

Single-State Model Model I Model IT Model III
3.256 (0.930) 2.011 (1.542) 3.153 (0.929) 2.618 (1.164)
0.100 (0.059) 0.467 (0.332) 0.100 (0.068) 0.282 (0.227)
-0.070 (0.232) -0.149 (0.239) -0.193 (0.252) -0.165 (0.223)
0.000 (0.000) 0.841 (0.802) 0.018 (0.068) 1.557 (1.351)
0.174 (0.084) 0.109 (0.083) 0.169 (0.084) 0.150 (0.095)
-0.005 (0.004) 0.474 (0.550) -0.009 (0.016) -0.021 (0.435)

Large Firms

Gaussian Mixture

Gaussian Mixture

Gaussian Mixture

Single-State Model Model I Model I1 Model III
1.297 (0.424) 1.262 (0.427) 1.566 (0.394) 1.287 (0.389)
0.208 (0.148) 0.227 (0.155) 0.084 (0.128) 0.209 (0.130)
-0.013 (0.045) -0.028 (0.042) -0.013 (0.045) -0.020 (0.046)
0.000 (0.000) -0.077 (0.529) 0.099 (0.310) -0.365 (0.202)
0.020 (0.014) 0.017 (0.011) 0.018 (0.011) 0.017 (0.011)
-0.184 (0.255) 0.009 (0.094) -0.102 (0.130) -0.015 (0.068)

Note: For the Gaussian Mixtures, Model I assumes constant transition probabilities, Model II includes only the Leading Indicator in the transition equation
and Model 11T includes both a constant and the Leading Indicator. The Gaussian and student-t mixture adopts the same transition equation as model ITI.



Table 6
Predictive Density Tests

In-Sample Forecasting Results (1954:1 - 1997:12)

Small Firms Large Firms
Single G ian G ian G ian Mixture Single G ian G ian G ian Mixture
State Mixture Mixture Mixture Gaussian/ State Mixture Mixture Mixture Gaussian/
Model Model I Model I Model IIT _t-distrib. Model Model I Model I Model IIT _t-distrib.
Parameter Constant -0.006 0.003 -0.038 0.005 -0.018 -0.037 0.034 0.014 0.034 0.034
Estimates Autoreg. term -0.023 -0.035 -0.011 -0.040 -0.014 0.021 0.033 0.029 0.036 0.038
Variance 0.999 0.999 0.976 0.983 1.037 0.990 0.995 0.997 1.001 1.009
P-values Constant = 0 0.603 0.418 0.809 0.359 0.744 0.625 0.444 0.505 0.412 0.379
Autoregressive
of the test coefficient = 0 0.894 0.938 0.378 0.913 0.691 0.397 0.436 0.753 0.440 0.436
Variance = 1 0.971 0.981 0.439 0.589 0.229 0.747 0.876 0.923 0.963 0.777
Joint test 0.962 0.882 0.702 0.773 0.630 0.798 0.760 0.909 0.745 0.696
Kolmogorov Uniform Density 0.029 0.028 0.047 0.030 0.028 0.028 0.026 0.021 0.028 0.031
Smirnov Normal Density 0.028 0.028 0.047 0.030 0.028 0.030 0.027 0.021 0.028 0.032
Kolmogorov-Smirnov Critical Values: 0.059 (5%) 0.071 (1%)
Out -of-Sample Forecasting Results (1976:1 - 1997:12)
Small Firms Large Firms
Single G ian G ian G ian Single G ian G ian G ian
State Mixture Mixture Mixture State Mixture Mixture Mixture
Model Model I Model I Model ITI Model Model I Model I Model ITI
Parameter Constant 0.112 -0.214 -0.114 -0.111 0.146 -0.117 -0.142 -0.173
Estimates Autoregressive -0.081 -0.057 -0.044 -0.134 0.034 0.005 -0.020 0.021
Variance 0.862 1.083 0.811 0.990 0.964 1.008 1.019 0.979
P-values Constant =0 0.181 0.351 0.469 0.029 0.580 0.940 0.745 0.729
Autoregressive
of the test coefficient = 0 0.039 0.002 0.025 0.071 0.015 0.063 0.026 0.005
Variance = 1 0.001 0.061 0.000 0.810 0.401 0.855 0.668 0.636
All of them 0.001 0.000 0.000 0.028 0.100 0.309 0.120 0.048
Kolmogorov Uniform Density 0.103 0.104 0.141 0.080 0.102 0.060 0.098 0.088
Smirnov Normal Density 0.106 0.106 0.140 0.083 0.106 0.057 0.102 0.091
Kolmogorov-Smirnov Critical Values: 0.084 (5%) 0.101 (1%)

Note: For the Gaussian mixtures, Model I assumes constant transition probabilities, Model II includes only the Leading Indicator in the transition
equation and model I1I includes both a constant and the Leading Indicator. The Gaussian and student-t mixture adopts the same transition
equation as model I11. The Kolmogorov-Smirnoff statistic tests the null that the predictive density implied by a given model is correctly
specified. Under the null of no misspecification, the inverted probability transforms should be either iid normally distributed with zero mean, unit
variance and zero autocorrelation or follow a uniform distribution, depending on which probability transform is used. The p-values measure the
probability that the null is satisfied.



Figure 1
Probability of State 1, Small Firms
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Figure 1 (cont)
Probability of State 1 Large Firms

0.8

0.6

0.4

0.2

1
0.8 ;
0.6 ;
o
o

0 I

|

0
1954.01 195801 1962.01 1966.01 1970.01  1974.01 1978.01  1982.01 1986.01  1990.01  1994.01

1954.01  1958.01  1962.01  1966.01  1970.01  1974.01 1978.01  1982.01  1986.01  1990.01  1994.01

1
I 0.8 [~
0.8 [~
0.6 [~
0.6 [~
04 [~
04 [~
02 [~
02 [~
. I Gaussian and t-mixture
L Model IIT
0
0

1954.01  1958.01  1962.01 1966.01 1970.01 1974.01 1978.01 1982.01 1986.01 1990.01 1994.01
1954.01  1958.01  1962.01 1966.01 1970.01 1974.01  1978.01 1982.01 1986.01  1990.01  1994.01




Figure 2
Variations in Predictability of Returns
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Figure 3

First Moment, Small Firms and Large Firms
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Figure 4
Second Moment, Small Firms
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Second Moment, Large Firms

Figure 4 (cont)
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Figure 5
Third Moment, Small Firms
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Figure 5 (cont)
Third Moment, Large Firms
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Figure 6
Fourth Moment, Small Firms
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Figure 6 (cont)
Fourth Moment, Large Firms
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Figure 7
Density functions 82:09-82:12
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Note: These figures plot estimates of the density function assocated with each of the different model specifications for the period



Figure 7 (cont)
Density functions 82:09-82:12
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